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P(s)=1

Event

5:{1, 2 3,4,5¢C}

Event
A: SVEN FACES™= {2,4,¢;

o oDD FACES={1,3,5/
¢ - PRIME FACES=12,3,5)

Venn
diagram

0<P(A)<1

0<P(B)<1)

0<P(()<1

@
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P(s)=1 P(s)=1
0<P(E) <1 i=1,2,3,4 0<P(E)<1 i=1,2,3,4

0<P(E,) +P(E,) + P(E;) + P(E,) <1 P(E,) + P(E,) + P(E;) + P(E,) =1




Ex: A dice is rolled

/8$={1,2,3,4,5, 6}

{El : Outcomes should have even faces

' E; : Outcomes should have prime faces
E,={2,4,6} E,={2,3,5}

(e




E; : Outcome should have “Even” faces = {2, 4, 6}

.........................................................................................................




# Union of events:

A={1,2,3)}
B={2,3,5,7)

AuB={1,23,5, 7} =Either A or B or both |




Imp Points:

1. When the set A and B are two events associated with

sample space S

A U B is an event = “Either A or B or both”

—(“At least one of A or B will occur.”




Intersection of events: ANB




(R

Imp point: When set A and B are two events associated

— Both A and B will occur




Case 1:
Atleast one of A or B should occur
or

Either A or B or both should occur
*¥XK

P(AUB)= P(A)4 P(R)-P(ANB)




Method 1:

n(A)=x+y
nB)=y+z
n(AnB) =y

n(AuUB)=x+y+2z

n(AUB) n(A) n(B) B n(AnB)
nis) n(s)  n(s) n(s)

P(A UB) = P(A) + P(B) - P(A N B)




Method 2:
P(AUB)=P(A) + P(B) - P(ANnB)




Case 2:

Exactly one of A or B occurs =E

P(E) = P(A) + P(B) -2 P(A N B) "

P(E) = P(A UB) - P(A A B) @




Case 3:

“Neither A nor B.”

P (Neither A nor B) = {1 - P(Either A or B)}
= {1- P(Either A or B or both)}

P(A N B) =P(neither Anor B) =1 - P(A UB)
P(AUB)=1-P(AUB)




Case 4:

Compliment of an event:

E,:A

E,: A

P(A)+P(A)=1

P(E,) +P(E,) =1




Summary :

(1)

For two events A and B of a sample space

P (at least one of A or B occurs) =

or
P(Either A or B or both occurs) =
P(E)=P(AuB)=P(A) + P(B) - P(ANnB)




(2) Exactly one of A or B occurs
P(E) =P(A) + P(B) - 2P(AnB)=P(AUB) - P(ANB)

(3) Neither A nor B occurs
P(E)=1-P(AuUB)
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Case 5:

Let A, B, C are 3 events of a sample space

¥ Atioast ome ot A or Bor ( shoukd ocomr -

P(AUBUC)=P(A) +P(B)+P(C)-P(ANnB)-P(AN()
-P(BNC)+P(ANnBN()



Case 6:

Exactly two|of the event A, B, C occurs:

P(E)=P(ANnB)+P(BNC)+P(CNnA)-3P(AnBN()




SXACTLY { EVENT OUTOF A, B, ©

P(ANB)t P(BNO) p(CNA) -3 PANBNC)

EXACTLY L EVENT OUT OF A,B, C
PAYPBITPTO)-3P(ANB) -3 PR -IP(CAA+SPRNBNC)




Case 7.
Exactly one of the events of A, B, C should take place

....................................................
..........................

P(E) = P(A) + P(B) + P(C)
-2P(ANB)-2P(ANC)
-2P(BNC) +3P(ANBANC)



Summary :

(1)

A, B, C are 3 events of a sample space:

At least one of A, B, C should occur:
P(E)=P(AUuBuUC(C)=P(A)+P(B) +P(C)-P(AnB)-P(BNn ()
-P(CNnA)+P(ANnBN(C)



(2) Exactly 2 of A, B, C should occur:
P(E)=P(ANnB)+P(BNC)+P(CNnA)-3P(AnBN()
(3) Exactly 1 of A, B, C should occur:
P(E) =P(A) + P(B) + P(C) -2P(ANnB) -2P(BNC) -
2P(CNnA)+3P(ANnBN()



Conditional probability

# Let A and B are 2 events associated with same
sample space. The conditional probability of

an event A given that event B has already occurred.

A B P(ANB)
P (E) — —F(E)—-where P(B) #0

¥




P(ANB)=P(A) F(%)ﬂ@)?@—)




M PE) =G =@ PB® =0

B P(B) P(B)
B\ _ P(BnA) _ P(ANnB)
(11) P (K) T = R P(A) #0

(II) P(ANB)=P(BNA)=P(A)P (AE) = P(B)P (%)



A and B are event such that

P(AUB) =3 P(ANnB) =%
P(A)=2/3— 1h)=% (AUB)= P(K) +P (8)-P(ANB)
P(ANB)=? 3_ 1 p(p)-d
ONL‘;zB N 21—- 3-* | A
o A
_ -
F(AOB)=P(B)-P(MB) F(B) L ] ‘15*”1

@

<8
3



(R

P(B)=3/4, P(ANnBNn(C)=1/3

PANBNC)=1/3 P(BNC)=?

P(BNC) = P(B)— P@NBNTC)-PAN 8010)







p(A)+P(B)-2P(ANB) = 1? (i)
p(e)+P(O-RP(BNO)=2 7 (ii )
p(C) P(A)=3 Pctm)= | pauBuC)= (A 1PCEITPCCOPOANE)

- P(3NO)=P(CNA): P(ANBNO

FANBNC) = e 8 ' T6 g

{{ P P8)+P)-P(ANR)-P(BNO)-PcnA)} - 3
\



ONONN (V) |5- <X <7

0< 3x+1 ¢ 1— (1) 3x+1

3 ) P(A) = .
0< ;_-_I_él__'m) 3 @ @
0< IIIX 1 —(M ’

Q P(C)___I-ZZx
0 3X+1 L FX 4 1-3% L L—(iv)

39 R

The set of positive value of x are in the interval =?



eventssuChthat e Bl & 1—(1)
>
& — S ok =k & y = (1}
B _ 3x+1 C-'
i -
C 1 0< 13X ¢ 1— (")
P(B) =—— %
-4 g 2 3Xti > -
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Ex:

Types of events :

Equally likely events :-

@

“Events are equally likely if they have same probability of

occurrence.”

Rolling of a dice
$={1,2,3,4,5, 6}



E, : Outcomes are having off faces E, = {1, 3, 5}

v
_n(Ey) 3 _ 1 _
P(Eq) = e 3 P(E,) = P(E,)
e . 3 L l
P(E2) = n(s) 6 2 E, and E, are
equally likely

event



)
(2)  Mutually exclusive or Disjoint events

- e e e DD T T T ® ® e S e S E R W e e e e e e e e e e
- . &= o " o e e e

Case 1:

Two event A and B are mutually exclusive if they can not occur

@ s P(AUR) = P(A)t P(B)




If A and B are mutually exclusive events:

@ p(f)="mog
@ P®)=o o

f4) |P(AUB)=P(A) +P(B) - P(ANB)
P(A UB) =P(A) + P(B)



Ex.

Rolling of a dice
S={1,2,3,4,5,6)
E, = outcome is even faces = {2, 4, 6} P(E,)=1/2

E, = outcome is odd faces = {1, 3, 5} P(E,)=1/2

E; NE; = {$}
P(E;NE;) = Ol—‘ E, and E, are mutually exclusive

E,VE,={1,2,3,4,5,6} —|P(E,;VE,)=1
P(E,) +P(E;) =1




Case 2:

------------------------------------------------------------------------------------------------------

EinEizdeorVi,i 1 #
P(E;NE;)=0Forvij i#




Addition theorem of probability

P(E, UE,UE,...... UE,) = P(E,) + P(E,) + P(E;)+..+P(E,)

l




Exhaustive of events:

“At least one of E,, E,

performed”




{E} = mutually exclusive {E} = mutually exclusive

{E} = Not exhaustive {E} = Exhaustive




Rolling of dice
$={1,2,3,4,5, 6}

PEI - {2: 4, 6} I

1 E,={1, 3,5} E;,VE,VE;=8§

' E,={2,3,5) E,, E, E, are exhaustive set of

v,
P(E,UE,UE;)=P(S) =1



Mutually Exclusive

and

Exhaustive

events




Independent Event :



S,={1,2,3,4,5, 6) S, ={H, T}
E, = {2, 4, 6} E, = {H}

Independent Events



@
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allowed



If Aand B are independent event

P(3) = P@) |
P(3)=P(B) P(AﬂBFP(M’(%) P(ANB) = P(A)P(B)
- P(B)P(A/B)
P(ANB) =P (%) P(B) = P (2) P(A) =[P(A)P(B)
P(AnB) = P(A)P(B)




Multiplication theorem

(i) A, B are two events

P(ANB) = P(A)P G)

(ii) A, B, Care 3 events

P(ANBNC) =P(A)P (;) P (ﬁ)




If A and B are two independent events then (A, B),
(A, B) (A, B) will also be independent

P(A NB) = P(A)P(B), P(A N B) = P(A)P(B)

(iv)

(v)

If A, B C are 3 events put of which every 2 are independent

P(A N B) = P(A)P(B), P(BNC)=P(B)P(C),
P(CnA)=P(C)P(A), P(ANnBNn(C)=?

If A, B, C are independent events:

P(A N B N C) = P(A)P(B)P(C)




P(E,)




Let A and B be two events such that

P(AUB) =- P(A NB) = —and P(A) =

Where A stands for the complement of the event A. The
event A and B are

Independent but not equally likely
Independent and equally likely

Mutually exclusion and independent

Equally likely but and independent




P(AUB)=5- p(a)+ P(B)P(ANB)

Q

CYENE:




P(AUR)# P(A)t P(B)
P(ANB) ¥ ©

P(AUB) = P(A)+ P(B)- P(ANB)



P(ANR)= P(A) P(B)




AT
()
Let two fair, six faced dice A and B thrown simultaneously. IfE,

is the event that dice A shows up four, E, is the event that dice B

shows up two and E; is the event that the sum of numbers on

both dice is odd, then which statement is not true ?

E, and E, are independent

E,, E; and E; are independent

E, and E, are independent

E, and E; are independent



Let E and F be two independent events the probability that
exactly one of them occurs is 11/25 and probability of

none of them occurring is 2/25. If P(T) denotes the

probability of occurrence of the event T, then”

P(E) =,P(F) ==
P(E) = ;,P(F) =<
P(E) =Z,P(F) = ¢
P(E) =Z,P(F) ==



Two coins R and S are tossed. The 4 joint events H H,,
C\K\@ T.Ts, H;T,, T.H; have probabilities 0.28, 0.18, 0.30, 0.24
respectively, where H represents head and T represents

tail. Which one of the following is TRUE ?
The coin tosses are independent
R is fair, S is not

S is fair, Ris not

The coin tosses are dependent






